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Key points

The incorporation of Al into weapons will face similar reliability issues as
self-driving cars, including hallucinations, poor handling of uncertainty,
latent failure modes and planning failures.

Generative Al and agentic Al can introduce uncontrolled non-determinism
and lack reliable reasoning, spatial awareness, and self-verification -
making them highly unsuitable for weapons systems, where precision and
predictability are critical.

Al-enabled weapons are the highest risk in terms of safety-criticality
and non-determinism. This risk profile demands rigorous governance
and testing protocols rather than outright bans, given Al’'s widespread
civilian applications.

Lessons from self-driving cars show that real-world testing is essential to
uncover latent failure modes. Exclusive reliance on simulation for weapons
Al could lead to catastrophic oversights.

To mitigate Al risks, governments and organisations must invest in physical
Al test ranges and develop standardised evaluation protocols through
global collaborations, ensuring transparency and accountability in military
Al deployment.
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There is much
debate as to
whether and

what types of Al
should be allowed
in weapons
systems and

what governance
frameworks are
needed to mitigate
Al risks in military
systems.

Introduction

Artificial intelligence (Al) has become a must-have capability for military
operations, receiving much attention, both positive and negative, in the
Ukraine-Russian' and Israel-Gaza? conflicts. There are many kinds of Al,
ranging from rules-based Al that was popular in expert-based systems 20
years ago to connectionist Al where neural networks learn patterns from
large amounts of empirical data. Currently, the vast majority of Al used in
weapons systems occurs in the form of rules-based Al (sometimes called
good old-fashioned Al, or GOFAI). However, significant efforts are under way
to incorporate connectionist Al into weapons systems, including agentic Al
that leverages generative Al.2

There is much debate as to whether and what types of Al should be allowed
in weapons systems and what governance frameworks are needed to mitigate
Al risks in military systems.* Because militaries are not open to sharing
performance issues and other problems associated with the deployment of
Al on the battlefield, it is difficult for decision-makers and policymakers to
know where red lines should be drawn, or even what issues should garner
the most interest or concern. However, significant performance data has
been generated in an adjacent field that can shed much light on the use of
Al in a safety-critical system, i.e. that of self-driving cars.

This GCSP Strategic Security Analysis highlights the lessons learned in the
operation of self-driving cars in San Francisco, California, especially with
regard to new and unexpected crash modalities. It uses this information
to develop a hazard analysis framework for the use of Al in safety-critical
systems, especially in weapons. It concludes with a set of recommendations
to mitigate risk in the use of Al in weapons systems, including the need for
expanded Al testing partnerships.
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Self-driving car failure modes

The vast majority of self-driving car development and deployments have
occurred in San Francisco. Such operations are so numerous in the United
States that the National Highway Transportation Safety Administration
(NHTSA) requires that any company that deploys an autonomous vehicle on
public roads must report crashes while some form of autonomy is engaged.®
A previous analysis of the failure modes of self-driving car operations in San
Francisco based on the NHTSA data revealed four general crash modes: (1)
missed detections, (2) possible false detections, (3) planning mistakes, and
(4) unexpected actions by others (UAOs),® which are listed in this order in
Figure 1, because the first two categories are perception problems and the
second two are planning problems.

|
By far the largest Figure 1: Self-driving car crash categories in California in 2023
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By far the largest category of crashes is due to possible false detections by
the perception system. In these crashes, self-driving cars are struck from
behind when they execute an emergency braking manoeuvre because they
see a non-existent obstacle, catching following drivers by surprise. Human
crashes only result in struck-from-behind crashes at rates around 30%,’ so
the fact that 50% of autonomous vehicle (AV) crashes are caused by other
vehicles rear-ending them is cause for concern.

Researchers have long recognised that self-driving cars’ sensors and software
can detect an obstacle that does not exist.? It is not known what causes
these false detections — also known as false positives or hallucinations —
although there is some evidence shadows cause them.® Sensor washout at
low sun angles could also be a factor.”®

This problem is also known as phantom braking, and occurs not just for
self-driving cars, but any vehicle with an advanced driving-assist system. The
problem is so widespread in Teslas that the US NHSTA opened an investigation
because of several deaths and serious injuries that have occurred.” Several
class action lawsuits are currently pending against Tesla in both the United
States and Australia for this problem.™ It cannot be emphasised enough that
no known solutions are available to prevent such hallucinations.
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Unexpected actions by others (UAOs)

The second-largest category of crashes for self-driving cars results from
mistakes made by a self-driving car due to the unexpected actions by others
(33%). The Al built for self-driving cars relies on neural networks to recognise
emergent patterns, and from these patterns determine what the next likely
set of actions should be. While pattern recognition approximates reasoning, it
is not actual reasoning and does not generalise well in the face of uncertainty.

The accident that best exemplifies this category is the pedestrian struck

by a Cruise self-driving vehicle in San Francisco in late 2023." A pedestrian

crossing a street at night was initially struck by another human-driven car,

knocking her into the path of an oncoming Cruise self-driving car vehicle.

After correctly sensing her and executing an emergency braking manoeuvre,

the pedestrian was struck and fell underneath the car. The Cruise AV failed
I to detect her there and moved to the curb, dragging her for about 20 feet.
She was in hospital for almost a year in recovery."

While pattern
. . Self-driving cars do not have sensors to detect objects underneath them,
reCOgnltlon and several pets have been killed under cars in this way,' but human drivers
approximates occasionally do this as well. What was noteworthy was the fact that the
. .. self-driving car’s accelerometers registered a collision just after detecting
reaSOHlng, 1t 1S not the pedestrian on a camera. Indeed, the car predicted this collision at least
actual reasoning seven seconds before the pedestrian was hit, and not only did it not sound
its horn or slow down, but it sped up as it approached the predicted point
and doeS not of collision. Moreover, once the pedestrian was under the car, the Al onboard
: the vehicle simply “forgot” she was there, because computer-vision Al does
generahse Well not “know” anything and has no memory. This is why it decided to move

in the faCe Of with a pedestrian underneath the car, an act that would not likely occur

. with a human driver.
uncertalnty.
This case highlights that self-driving cars do not have the ability to predict

unseen events, which means that they cannot imagine what might happen
and adopt a defensive posture in scenarios with significant uncertainty.
Indeed, the lack of defensive driving ability has led to other collisions involving
backing trucks, as well as poor decision-making for unprotected left turns.'®
As will be discussed in more detail in the next section, all forms of neural
networked-based Al struggle with uncertainty. So, when the driving setting
closely matches the data self-driving Al has trained on, the car can give the
illusion of safe driving, but when the scenario does not match this underlying
training, then serious problems can emerge.

Lower-frequency crashes

The remaining 17% of crashes were caused by missed detections (10%) and
an inability to generate correct plans (7%). In terms of missed detections,
Waymo self-driving vehicles have run into poles, gates and flooded roads),”
which indicates that even when equipped with a laser range-finder called
a LIDAR (light detection and ranging), this technology cannot always build
what is known as a “world model”. LIDAR cannot sense the depth of water
and has blind spots, especially when dealing with long, very thin objects.

Crashes in the planning mistakes category occur when the world is sensed
correctly, but erroneous plans are executed. Self-driving cars can struggle
to develop safe trajectories around bicycles, leading to actions that cannot
account for bicycle dynamics, causing the rider to crash into the self-driving
vehicle. Several such incidents with self-driving cars have occurred in San
Francisco.”® More recently, while no injuries have occurred, Waymo was
required to recall all its self-driving vehicles because they kept going around
stopped school busses.’” This manoeuvre is illegal in the United States,
because it significantly raises the risk that one or more children could be hit.
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Of these four crash categories, the only ones that were anticipated in the
design and development of these systems were the low-frequency crashes
involving missed detections and poor planning decisions. It was not until
self-driving cars were deployed in the real world that the more problematic
collisions in terms of hallucinations and UAOs emerged, and the industry
is still struggling to address these failure modes. While companies make
improvements after every crash, the hypercompetitive environment means
companies are not sharing best practices. The sharing of accident reports
in commercial aviation was key to solving problems with the introduction of
autonomy in the 1990s, so the refusal of self-driving companies to be more
transparent means that learning from accidents will be slow and uneven.

While the self-driving problems discussed here can help shed light on how
weapons with embedded Al could fail, the potential use of agentic Al is
=S introducing new risks, which is further discussed in the next section.

Al'in the form of Agentic Al and weapons

computer vision, , , N , o
. . While there is much wailing and gnashing of teeth over the potential existen-
IHCIUdlng end—to— tial risks of Al, especially when used in weapons, such arguments presume
end learning from that not only does Al .functllon as |ntgnded, but ‘that it can. achieve .elther
. . general or even super intelligence. As illustrated in the previous section, Al
Vldeos, 1S not Only in the form of computer vision, including end-to-end learning from videos,
: : is not only far from achieving its intended functionality, but we do not even
far .from aChleVlng fully understand all its possible failure modes. And while Al-enabled computer
its intended vision is a cornerstone of lethal autonomous weapons, there is significant
: : growing interest in integrating generative Al (GenAl) into weapons systems.??
funCtlonahty’ bUt The inclusion of generative Al in a system that can “close the loop” is known

we dO nhot even as agentic Al, meaning onboard Al can both develop and execute a plan,
including actuation physical devices.

fully understand all € ik
Traditional machine-learning models focus on tasks like computer vision

1ts pOSSIble fallure object detection and classification, or teaching a robot to execute a control

modeS. manoeuvre. GenAl models focus on content creation through transformers,
which are essentially neural network architectures that generate text, image
or audio output when given a similar input based on learned patterns in a
vast training dataset. For GenAl to be used in a weapon, it would need to be
embedded in the form of agentic Al.

Just as problematic as traditional machine learning has been in self-driving
cars, GenAl is a deeply flawed technology when applied in safety-critical
systems. GenAl notoriously hallucinates (aka makes mistakes) and one of its
inventers, Yann Lecun, said that “[Large language models] hallucinate answers
.... They can’t really be factual”?' GenAl can also not reliably spatially reason,
which is critical for any kind of weapon. GPT-4 struggles to reason when
given a grid and images,?? and at best only achieves 53% accuracy in spatial
reasoning tasks.?® This is far below what is needed in lethal engagements,
so currently, spatial planning is well outside the ability of GenAl.

It is also well established that GenAl cannot reliably complete mathematical
problems, which is an absolute requirement in a weapons system.?* It also
shows no ability to execute commonsense reasoning as it relates to the
physical environment.?® Very similar to the pedestrian accidents caused by
self-driving cars, GenAl also cannot self-verify, i.e. determine whether correct
task execution has occurred.?®

GenAl technologies do not show reliable reasoning abilities across every
aspect of reasoning needed for autonomous weapons. They approximate and
mirror human reasoning, but cannot reliably and predictably demonstrate
consistent reasoning, which absolutely must exist for any system operating
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in a safety-critical setting like weapons deployment. As will be discussed
in the next section, the degree of determinism and safety criticality govern
just how risky an Al technology is.

Safety-critical Al hazard analysis

Despite the clear problems with reliability for traditional machine-learning
and agentic Al technologies, companies and governments continue to laud
them, even on the battlefield. So, to better understand the risk for including
Al in weapons, Figure 2 represents various agentic Al systems, both deployed
and futuristic, plotted in terms of the degree of non-determinism on the
x axis and safety criticality on the y axis. Al systems that are completely
predictable, i.e. always produce the exact same output for the same input
[ without randomness, are completely deterministic. The shading across the
top of Figure 2 indicates increasing risk of a harmful human outcome such

AI ... cannot as serious injury or death.
reliably and
predictably Figure 2: Various Agentic Al systems represented by level of safety criticality
d trat and degree of non-determinism.
emonstrate
consistent High Safety Criticality o
. . A enAl In Weapons
reasoning, which reat s emenn
absolutely must siarners .| S
exist for any g g
system operating
in d Safety_critical o Predictive [maintenance
Setting like DEterminiSﬁc Sentimentfanalysis dEte':r:ri:iStic
weapons
deployment. b Smart home devices > « LLM-based customer service .
b Shopping recommendations R
Path planning for robot vacuum
cleaners Computer vision
< > in video games 4p

v
Low Safety Criticality

Note: In terms of human harm, blue regions indicate negligible risk, yellow
indicates moderate risk and red indicates significant risk.

The bottom half of Figure 2 represents those systems that generally operate
in low safety-criticality settings with increasing degrees of non-determinism,
like robot vacuum cleaners. Such robots can operate through rule-based Al
(like a lawn mower moving in a predictable and repeatable path), to more
random non-deterministic operations with no seeming logic in the choice
of direction (but, in the case of robot vacuum cleaners, will vacuum every
inch of floor). In the bottom right corner, computer vision can be used in an
interactive video game for human pose estimation, but if and when it fails,
it has very little bearing on the physical well-being of the human user.

As the safety-criticality axis increases in Figure 2, the examples reflect uses
that could have increasingly harmful effects. Shopping recommendations that
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are wrong carry very low risk of harm. However, sentiment analysis agentic Al
straddles the midline between low and medium-to-high risk, since mental
health agentic Al chatbots are growing in popularity. Medical practitioners
are justifiably concerned that agentic Al cannot be certain to do no harm,?’
and if a human’s sentiment is incorrectly estimated, there is a real risk of
serious harm. Indeed, the first lawsuit asserting a suicide was caused by a
chatbot has been filed.?® Moreover, large language models (LLMs) have been
shown to hallucinate in transcription applications,?® and such errors carry
very real possibilities for human harm in medical settings, so they are very
much in the red high-risk zone.

As seen in Figure 2, the agentic Al application with the most risk is the use
of GenAl in weapons. It is an extreme case of safety criticality and also
operates at the highest degrees of non-determinism. Just underneath this

=S use case in Figure 2 is the use of agentic Al in vehicles like self-driving cars

and autonomous aircraft.
To fill the void o
Strategic implications

left by current US _ , , , o
. . Given that the use of Al in weapons and in enabling technologies like com-
pOlle, the Unlted puter vision sits in the upper right corner of Figure 2, some policymakers may
1 be tempted to use this as a justification for recommending the banning of Al
Nations, NATO, . P use this as a justiicatior : ne ing
. in weapons. However, the entirety of Figure 2 illustrates just why this is not
and countries a practical strategy. The Al that can be used in weapons is the same Al that
: : can be used in a smart home device or in the path planners for commercial
lntereSted. n Safe aircraft. Thus, we need to be able to preserve the ability to use Al across a
and effective number of systems, but we also need to understand the critical role of the

human in Al functionality.

Al need to form
partnerships to

One of the greatest current Al myths is that self-driving cars exist — but
there is no company today that operates an actual self-driving car. All com-

develop tangible panies require significant human oversight in the form of remote operators

d . 1 AI that either interpret the world for the car and give commands for different
an praCtlca movements or take control of the car and driver through a remote car cockpit.
testing protoco]s. Some companies likely use a mixture of both. Any claims that Al is a better

driver than humans are false, since currently all self-driving is human-assisted
driving. This is incredibly important when thinking about how and why to use
Al on the battlefield, since weapons move at speeds that exceed the ability
of humans exercise meaningful oversight.

The inability of humans to directly oversee the operations of weapons-based
Al means that if countries want to use such weapons, then the testing and
evaluation of Al in battlefield systems must dramatically improve, i.e. we
need meaningful human certification of military Al.2° Unfortunately, the US
government has significantly reduced its Al testing and evaluation workforce,
and Peter Thiel, a politically influential co-owner of Palantir, a leading military
Al company, posits that the regulation of Al will hasten the arrival of the
antichrist.®" To fill the void left by current US policy, the United Nations, NATO,
and countries interested in safe and effective Al need to form partnerships
to develop tangible and practical Al testing protocols. These organisations
and countries need to move beyond vague, high-level guidelines to specific
protocols with access to real-world testing facilities.

One critical lesson that should be learned from self-driving operations is the
importance of physical testing, because this was critical in learning about
various unexpected failure modes. If companies and governments only ever
test Al in weapons in simulation, they may never discover latent failures and
gaps in functionality. No data-driven Al system can be matured to the point
of successful deployment by only using simulation, and the exposure of
self-driving car systems to real-world scenarios has been pivotal. Countries
need to invest in physical Al testing ranges, and while they are expensive,
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Real-world
testing, coupled
with meaningful
human oversight
and certification,
is essential to
mitigate Al risks in
weapons.

private-public partnerships could help defray costs. Such collaborations
would also give participating countries access to unprecedented data and
lessons learned. Given all the gaps in Al capabilities seen in self-driving cars
and GenAl applications, it is imperative that testing and evaluation become
the focal point for responsible use of Al in all safety-critical systems, but
especially battlefield technology.

Conclusion

The deployment of self-driving cars offers critical insights into the challenges
of integrating Al into safety-critical systems, particularly weapons systems.
Despite years of development and billions of dollars in investment, autono-
mous vehicles still exhibit unpredictable behaviours such as hallucinations,
poor handling of uncertainty, and failures in reasoning - issues that stem
from the inherent non-determinism of neural-network-based Al. These same
vulnerabilities are amplified in military contexts, where the stakes are far
higher and the margin for error can be very small.

Agentic Al and generative models introduce even greater risks, given their
inability to reliably reason, self-verify or operate with safety guarantees. As
illustrated in the hazard analysis, the combination of extreme safety-criticality
and high non-determinism places Al-enabled weapons in the highest risk
tier. While banning Al in weapons may seem appealing, such an approach is
impractical (a lack of participation in the Ottawa Convention is an example),
given the widespread use of similar technologies in civilian and commercial
domains. Instead, the focus must shift toward rigorous test and evaluation
protocols, physical testing environments, and international partnerships to
ensure transparency and accountability.

A critical lesson from self-driving car operations is that simulation alone
cannot uncover latent failure modes. Real-world testing, coupled with mean-
ingful human oversight and certification, is essential to mitigate Al risks in
weapons. Without such measures, the deployment of Al in weapons systems
will remain fraught with uncertainty, posing unacceptable dangers to both
military personnel and civilians. Responsible innovation demands that we
confront these limitations head-on, prioritising safety and reliability over
speed and hype.
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